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#### Abstract

We consider the evolution of a reactive soluble substance introduced into the Poiseuille flow in a slit channel. The reactive transport happens in presence of dominant Péclet and Damköhler numbers. We suppose Péclet numbers corresponding to Taylor's dispersion regime. The two main results of the paper are the following. First, using the anisotropic perturbation technique, we derive rigorously an effective model for the enhanced diffusion. It contains memory effects and contributions to the effective diffusion and effective advection velocity, due to the flow and chemistry reaction regime. Error estimates for the approximation of the physical solution by the upscaled one are presented in the energy norms. Presence of an initial time boundary layer allows only a global error estimate in $L^{2}$ with respect to space and time. We use the Laplace's transform in time to get optimal estimates. Second, we explicit the retardation and memory effects of the adsorption/desorption reactions on the dispersive characteristics and show their importance. The chemistry influences directly the characteristic diffusion width.
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## 1 Introduction

We consider the evolution of a soluble substance introduced into the Poiseuille flow in a slit channel. In fact, this problem could be studied in three distinct regimes: a) diffusion-dominated mixing; b)

[^0][^1]Taylor dispersion-mediated mixing; c) chaotic advection. We focus our analysis to regime b), corresponding to dominant Péclet's numbers, but smaller than a threshold value. The dispersion is due to the combined action of convection parallel to the axis and molecular diffusion in the radial direction. In the fundamental paper [20], Taylor found an effective axial diffusivity, proportional to the square of the transversal Péclet number and occurring in addition to the molecular diffusivity. When Taylor's effective dispersion is used in the 1D model, obtained by section averaging, as the effective diffusion coefficient, then the numerical experiences show good agreement with the solution of the complete physical problem (see e.g. [13]). But despite a large literature on the subject, rigorous mathematical justification of the one-dimensional model from the multidimensional model was seldom addressed, especially in the presence of chemical reactions. This is the first goal of the present paper, continuing the research from the articles $[16,17,13,10]$. Note in particular that we obtain error estimates depending explicitly on the small parameter $\varepsilon=H / L_{R}, H$ being the transversal length of the pipe and $L_{R}$ being the observation distance.

The second goal of this paper is the analysis of the chemical effects. It is assumed that adsorption and desorption reactions occur on the walls of the channel. We consider a linear driving force model with a finite kinetics and a linear isotherm. Dominant Péclet and Damköhler numbers are supposed. We explicit the influence of the chemical kinetics on the dispersive effects. Furthermore we prove that the effective model, despite being derived from the conventional diffusive Fick law at the microscopic level, exhibits enhanced diffusive effects. Thus we show that observed memory effects and augmented diffusion and transport could be rigorously derived from the first principles, in the regime of dominant Péclet and Damköhler numbers.

We end this section with some references. In the absence of chemical reactions, R. Aris [2] presented a formal derivation of an effective equation using the method of moments. Flow with chemistry is considered by Paine, Carbonell and Whitaker [18]. They noted that the equation for the difference between the physical and averaged concentrations is not closed, since it contains a dispersive source term $\frac{\partial}{\partial x}<\bar{q}_{x} \bar{c}>$. For its determination one should go to the next order and in fact there is an infinite system of equations to solve. Paine et al used the "single-point" closure schemes of turbulence modeling by Launder to obtain a closed model for the averaged concentration. With this approach they obtain effective equations which qualitatively look like the corresponding model obtained formally by the two-scale expansion in [13]. Nevertheless, the coefficients in their equations contain four unknown parameters and they are fixed by requiring that the model fits the experimentally observed zero, first and second order moments of the area-averaged concentrations and of the adsorbed species concentrations.

The recent paper [3] by Balakotaiah et al uses formally the center manifold approach. It is a continuation of work by Mercer and Roberts (see [15]) on Taylor's dispersion. Balakotaiah et al obtained a whole scale of effective models for reactive fluid flows through a tube, corresponding to the ones obtained by our approach. More recently, Balakotaiah et al obtained in [4,5,9] non-parabolic models, being formally at the same order of precision. Other derivation of non-parabolic models, using statistical physics approach is in the papers [6-8] by Camacho.

Our technique is different.It is strongly motivated by the paper by Rubinstein and Mauri [19], where effective dispersion and convection in porous media is studied using the homogenization technique. We use a two-scale expansion based on anisotropic singular perturbation and control the error in energy.

Plan of the paper is as follows: In Section $\S 2$ we give the precise setting of the problem. Its nondimensional form is derived. Then we present the effective problem in its non-dimensional form and the main result of the paper, with the error estimate for the approximation of the non-dimensional physical concentration by the non-dimensional upscaled one. Finally, the effective problem in its dimensional form is given. In Section $\S 3$ we recall some facts about the vector-valued Laplace transform and write the Laplace transform of our problem. Section $\S 4$ is consecrated to the rigorous derivation of the effective problem and its analysis. In subsection $\S 4.1$ we recall the formal derivation of the effective problem. In subsection $\S 4.2$ existence, uniqueness and estimates explicit in $\varepsilon$ for the solution to the effective problem are obtained. It is immediately used in subsection $\S 4.3$ to obtain the error estimate. We conclude with subsection $\S 4.4$, where we make the inversion of the Laplace transform and derive the effective equation in its non-dimensional form.

## 2 Setting of the problem and main result

Let us write the precise setting of the problem. We consider the transport of a reactive solute by diffusion and convection by Poiseuille's velocity in an infinite 2D channel. The solute particles do not react among themselves. Instead they undergo an adsorption process at the lateral boundary. For a general discussion on the modeling adsorption processes in porous media we refer to [12] and [14]. Here we consider a linearized case.

We consider the following model for the solute concentration $c^{*}$ :
a) transport through channel $\Omega^{*}=\left\{\left(x^{*}, y^{*}\right): x^{*} \in \mathbb{R},\left|y^{*}\right|<H\right\}$

$$
\begin{equation*}
\frac{\partial c^{*}}{\partial t^{*}}+q\left(y^{*}\right) \frac{\partial c^{*}}{\partial x^{*}}-D^{*} \frac{\partial^{2} c^{*}}{\partial\left(x^{*}\right)^{2}}-D^{*} \frac{\partial^{2} c^{*}}{\partial\left(y^{*}\right)^{2}}=0 \quad \text { in } \Omega^{*} \tag{1}
\end{equation*}
$$

where $q(z)=Q^{*}\left(1-(z / H)^{2}\right)$ and where $Q^{*}$ (velocity) and $D^{*}$ (molecular diffusion) are positive constants.
b) reaction at channel wall $\Gamma^{*}=\left\{\left(x^{*}, y^{*}\right): x^{*} \in \mathbb{R},\left|y^{*}\right|=H\right\}$ linking the solute concentration $c^{*}$ and the adsorbed species surface concentration $c_{s}^{*}$ :

$$
\begin{equation*}
-D^{*} \partial_{y^{*}} c^{*}=\frac{\partial c_{s}^{*}}{\partial t^{*}}=k_{s}^{*}\left(c^{*}-\frac{c_{s}^{*}}{K_{e}^{*}}\right) \quad \text { on } \Gamma^{*}, \tag{2}
\end{equation*}
$$

where $k_{s}^{*}$ is the adsorption rate constant (velocity), $K_{e}^{*}$ is the linear adsorption equilibrium constant (length), the constant desorption rate being characterized by $k_{s}^{*} / K_{e}^{*}$. These quantities are all positive real numbers.
c) initial infiltration with a mollified Dirac pulse of water containing a solute of volume concentration $c_{00}^{*}$ and the adsorbed species surface concentration $c_{s 0}^{*}$ :

$$
\begin{equation*}
c^{*}\left(x^{*}, y^{*}, 0\right)=c_{00}^{*}\left(x^{*}\right), \quad c_{s}^{*}\left(x^{*}, 0\right)=c_{s 0}^{*}\left(x^{*}\right), \tag{3}
\end{equation*}
$$

where $c_{00}^{*} \in C_{0}^{\infty}(\mathbb{R}), c_{00}^{*} \geq 0$ and $c_{s 0}^{*} \in C_{0}^{\infty}(\mathbb{R}), c_{s 0}^{*} \geq 0$. Following Taylor's example (B1) (see [20], page 192), we can take as $c_{00}^{*}$ the mollified Dirac measure of mass M , concentrated at $x=0$.

We now introduce appropriate scales. The obvious transversal length scale is $H$. For all other quantities we use reference values denoted by the subscript $R$. Setting

$$
\left\{\begin{array}{l}
c=\frac{c^{*}}{c_{R}}, c_{s}=\frac{c_{s}^{*}}{c_{s R}}, x=\frac{x^{*}}{L_{R}}, y=\frac{y^{*}}{H}, t=\frac{t^{*}}{T_{R}}  \tag{4}\\
Q=\frac{Q^{*}}{Q_{R}}, D=\frac{D^{*}}{D_{R}}, k_{s}=\frac{k_{s}^{*}}{k_{s R}}, K_{e}=\frac{K_{e}^{*}}{K_{e R}}
\end{array}\right.
$$

where $L_{R}$ is the "observation distance", we obtain the dimensionless equations

$$
\begin{equation*}
\frac{\partial c}{\partial t}+\frac{Q_{R} T_{R}}{L_{R}} Q\left(1-y^{2}\right) \frac{\partial c}{\partial x}-\frac{D_{R} T_{R}}{L_{R}^{2}} D \frac{\partial^{2} c}{\partial x^{2}}-\frac{D_{R} T_{R}}{H^{2}} D \frac{\partial^{2} c}{\partial y^{2}}=0 \quad \text { in } \Omega \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{D D_{R} c_{R}}{H} \frac{\partial c}{\partial y}=\frac{c_{s R}}{T_{R}} \frac{\partial c_{s}}{\partial t}=k_{s R} k_{s}\left(c_{R} c-\frac{c_{s R}}{K_{e} K_{e R}} c_{s}\right) \quad \text { on } \Gamma, \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=\mathbb{R} \times(-1,1) \text { and } \quad \Gamma=\mathbb{R} \times\{-1,1\} \tag{7}
\end{equation*}
$$

The equations involve the time scales:

$$
\begin{aligned}
& T_{L}=\text { characteristic longitudinal time scale }=\frac{L_{R}}{Q_{R}} \\
& T_{T}=\text { characteristic transversal time scale }=\frac{H^{2}}{D_{R}} \\
& T_{D e}=\text { characteristic desorption time scale }=\frac{K_{e R}}{k_{s R}},
\end{aligned}
$$

$T_{A}=$ characteristic adsorption time scale $=\frac{c_{s R}}{c_{R} k_{s R}}$,
$T_{\text {react }}=$ superficial chemical reaction time scale $=\frac{H}{k_{s R}}$,
and the non-dimensional numbers
$\mathbf{P e}=\frac{L_{R} Q_{R}}{D_{R}} \quad$ (Péclet number $)$,
$\mathbf{D a}=\frac{L_{R}}{T_{A} Q_{R}}$ (Damköhler number).
We fix the reference time by setting $T_{R}=T_{L}$. We define a small parameter by $\varepsilon=\frac{H}{L_{R}}$ and suppose that $\mathbf{P e}=\varepsilon^{-\alpha}, 1 \leq \alpha<2$. Furthermore, we assume that $K_{e R} \approx H$, and $\frac{T_{T}}{T_{L}}=\frac{H Q_{R}}{D_{R}} \varepsilon=\mathcal{O}\left(\varepsilon^{2-\alpha}\right)=\varepsilon^{2} \mathbf{P e}$, being small. The time scales $T_{D e}, T_{A}$ and $T_{L}$ are supposed to be of the same order. We note that this implies Damköhler's number of order one, which means that one should take care simultaneously of the flow and of the chemical reactions. Introducing the dimensionless numbers in equations (5)-(6) yields the problem:

$$
\begin{gather*}
\frac{\partial c^{\varepsilon}}{\partial t}+Q\left(1-y^{2}\right) \frac{\partial c^{\varepsilon}}{\partial x}=D \varepsilon^{\alpha} \frac{\partial^{2} c^{\varepsilon}}{\partial x^{2}}+D \varepsilon^{\alpha-2} \frac{\partial^{2} c^{\varepsilon}}{\partial y^{2}} \quad \text { in } \Omega \times(0, T)  \tag{8}\\
-D \varepsilon^{\alpha-2} \frac{\partial c^{\varepsilon}}{\partial y}=\frac{T_{A}}{T_{D e}} \frac{\partial c_{s}^{\varepsilon}}{\partial t}=\frac{T_{L}}{T_{D e}} k_{s}\left(c^{\varepsilon}-\frac{T_{A}}{T_{D e}} \frac{c_{s}^{\varepsilon}}{K_{e}}\right) \quad \text { on } \Gamma^{+} \times(0, T)  \tag{9}\\
c^{\varepsilon}(x, y, 0)=c_{00}(x), \quad c_{s}^{\varepsilon}(x, 0)=c_{s 0}(x) \quad \text { on } \mathbb{R}  \tag{10}\\
\frac{\partial c^{\varepsilon}}{\partial y}(x, 0, t)=0, \quad \text { for } \quad(x, t) \in \mathbb{R} \times(0, T) \tag{11}
\end{gather*}
$$

The latter condition results from the $y$-symmetry of the solution. Furthermore

$$
\Omega=\mathbb{R} \times(0,1), \quad \Gamma^{+}=\mathbb{R} \times\{1\}
$$

and $T$ is an arbitrary chosen positive number.
We study the behavior of the problem (8)-(11) as $\varepsilon \searrow 0$, while keeping the coefficients $Q, D, k_{s}$ and $K_{e}$ all $\mathcal{O}(1)$. We prove that the corresponding upscaled problem in $\mathbb{R}$ for the effective concentration $c_{0}^{\text {eff }}$ is the following :

$$
\begin{align*}
& \partial_{t} c_{0}^{e f f}+\frac{T_{L}}{T_{D e}} k_{s} c_{0}^{e f f}+\frac{2 Q}{3} \partial_{x} c_{0}^{e f f}-\tilde{D} \partial_{x x}^{2} c_{0}^{e f f}-\left(\frac{T_{L}}{T_{D e}} k_{s}\right)^{2} \frac{1}{K_{e}} \int_{0}^{t} e^{-T_{L} k_{s}(t-\xi) /\left(T_{D e} K_{e}\right)} c_{0}^{e f f}(\cdot, \xi) d \xi \\
& \quad-\varepsilon^{2-\alpha} \frac{1}{3 D}\left(\frac{T_{L}}{T_{D e}} k_{s}\right)^{2}\left(c_{0}^{e f f}-2 \frac{T_{L} k_{s}}{T_{D e} K_{e}} \int_{0}^{t} e^{-T_{L} k_{s}(t-\xi) /\left(T_{D e} K_{e}\right)} c_{0}^{e f f}(\cdot, \xi) d \xi+\right. \\
& \left.\left(\frac{T_{L} k_{s}}{T_{D e} K_{e}}\right)^{2} \int_{0}^{t} e^{-T_{L} k_{s}(t-\xi) /\left(T_{D e} K_{e}\right)}(t-\xi) c_{0}^{e f f}(\cdot, \xi) d \xi\right)+\frac{4 Q}{45 D} \frac{T_{L}}{T_{D e}} k_{s} \varepsilon^{2-\alpha}\left(\partial_{x} c_{0}^{\text {eff }}-\right. \\
& \left.\frac{T_{L} k_{s}}{T_{D e} K_{e}} \int_{0}^{t} e^{-T_{L} k_{s}(t-\xi) /\left(T_{D e} K_{e}\right)} \partial_{x} c_{0}^{e f f}(\cdot, \xi) d \xi\right)=\frac{T_{A} T_{L}}{T_{D e}^{2} K_{e}} \partial_{x} c_{s 0} e^{-\left(T_{L} k_{s} t\right) /\left(T_{D e} K_{e}\right)} \frac{2 Q}{45 D} \varepsilon^{2-\alpha} \\
& +\frac{T_{A} T_{L} k_{s}}{T_{D e}^{2} K_{e}} \frac{c_{s 0}}{3 D} e^{-\left(T_{L} k_{s} t\right) /\left(T_{D e} K_{e}\right)}\left\{3 D+\frac{T_{L} k_{s}}{T_{D e}} \varepsilon^{2-\alpha}\left(\frac{T_{L} k_{s}}{T_{D e} K_{e}} t-1\right)\right\} \tag{12}
\end{align*}
$$

Note that the chemical reactions on the walls produce complicated memory terms.
In fact we prove in subsection $\S 4.3$ the following result, justifying rigorously the validity of the effective equation (12).

Theorem 1 Let $2>\alpha \geq 1$ and let $T_{A} \approx T_{D E} \approx T_{L}$. Assume that $c_{00}, c_{s 0} \in C_{0}^{\infty}(\mathbb{R})$. Let $c^{\varepsilon}$ be the solution for (8)-(11) and $c_{0}^{\text {eff }} \in H^{1}\left(\mathbb{R}_{+} ; H^{2}(\mathbb{R})\right)$ the solution for (12), satisfying the initial condition
$\left.c_{0}^{\text {eff }}\right|_{t=0}=c_{00}$. Then we have

$$
\begin{gather*}
\| c^{\epsilon}-c_{0}^{e f f}-\varepsilon^{2-\alpha} \frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \partial_{x} c_{0}^{e f f}-\frac{\varepsilon^{2-\alpha}}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\left(\frac{T_{L}}{T_{D e}} k_{s} c_{0}^{e f f}-\right. \\
\left.\left(\frac{T_{L}}{T_{D e}} k_{s}\right)^{2} \frac{1}{K_{e}} \int_{0}^{t} e^{-T_{L} k_{s}(t-\xi) /\left(T_{D e} K_{e}\right)} c_{0}^{e f f}(x, \xi) d \xi-\frac{T_{A} T_{L}}{T_{D E}^{2} K_{e}} c_{s o}(x) e^{-T_{L} k_{s} t /\left(T_{D e} K_{e}\right)}\right) \|_{L^{2}(\Omega \times(0, T))} \leq \\
C \varepsilon^{(2-\alpha)(3-2 \delta) /(2-\delta)}\left(\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}\right), \quad \forall \delta \in(0,1) \tag{13}
\end{gather*}
$$

It remains to return to the dimensional form. We kept the order one quantities $Q, D, k_{s}$ and $K_{e}$ just to be able to return to the dimensional form. Now we set them to be equal to one, i.e. we impose $Q^{*}=Q_{R}, D^{*}=D_{R}, k_{s}^{*}=k_{s R}$ and $K_{e}^{*}=K_{e R}$.

Using that $T_{L} \approx T_{D E} \approx T_{A}$ and $K_{e R} \approx H$, we obtain for the basic dimensional effective concentration $c^{e f f}$ the following equation:

$$
\begin{align*}
& \frac{\partial c^{e f f}}{\partial t^{*}}+ \frac{k_{s}^{*}}{K_{e}^{*}} c^{e f f}+\frac{2}{3} Q^{*} \frac{\partial c^{e f f}}{\partial x^{*}}-\left(\frac{k_{s}^{*}}{K_{e}^{*}}\right)^{2} \int_{0}^{t^{*}} e^{-k_{s}^{*}\left(t^{*}-\xi\right) / K_{e}^{*}} c^{e f f}(\cdot, \xi) d \xi-D^{*}\left(1+\frac{8}{945} \mathbf{P e}_{T}^{2}\right) \frac{\partial^{2} c^{e f f}}{\partial\left(x^{*}\right)^{2}}- \\
& \frac{1}{3} \mathbf{P e}_{T} \mathbf{D} \mathbf{a}_{T} \frac{H}{K_{e}^{*}} \frac{k_{s}^{*}}{K_{e}^{*}}\left(c^{e f f}+\int_{0}^{t^{*}} e^{-k_{s}^{*}\left(t^{*}-\xi\right) / K_{e}^{*}}\left(\left(\frac{k_{s}^{*}}{K_{e}^{*}}\right)^{2}\left(t^{*}-\xi\right)-2 \frac{k_{s}^{*}}{K_{e}^{*}}\right) c^{e f f}(\cdot, \xi) d \xi\right)+ \\
& \frac{4}{45} \frac{H}{K_{e}^{*}} \mathbf{P e}_{T} k_{s}^{*}\left\{\partial_{x} c^{e f f}-\frac{k_{s}^{*}}{K_{e}^{*}} \int_{0}^{t^{*}} e^{-k_{s}^{*}\left(t^{*}-\xi\right) / K_{e}^{*}} \partial_{x} c^{e f f}(\cdot, \xi) d \xi\right\}= \\
& \frac{k_{s}^{*}}{K_{e}^{*}} e^{-k_{s}^{*} t^{*} / K_{e}^{*}}\left\{\frac{c_{s 0}}{K_{e}^{*}}+\frac{1}{3} \mathbf{P e}_{T} \mathbf{D} \mathbf{a}_{T} \frac{c_{s 0}}{K_{e}^{*}} \frac{H}{K_{e}^{*}}\left(\frac{k_{s}^{*}}{K_{e}^{*}} t^{*}-1\right)\right\}+e^{-k_{s}^{*} t^{*} / K_{e}^{*}} \frac{4}{45} \frac{k_{s}^{*}}{K_{e}^{*}} \frac{H}{K_{e}^{*}} \mathbf{P e}_{T} \partial_{x} c_{s 0}, \tag{14}
\end{align*}
$$

where the transversal Péclet et Damköhler numbers, $\mathbf{P e}_{T}$ and $\mathbf{D} \mathbf{a}_{T}$ are given by

$$
\mathbf{P e}_{T}=\frac{Q^{*} H}{D^{*}} \quad \text { and } \quad \mathbf{D} \mathbf{a}_{T}=\frac{k_{s}^{*}}{Q^{*}}
$$

Corollary 1 Under the assumptions of Theorem 1, the dimensional effective concentration reads

$$
\begin{gather*}
c_{e f f}^{f u l l}\left(x^{*}, y^{*}, t^{*}\right)=c^{e f f}\left(x^{*}, t^{*}\right)+H \mathbf{P} \mathbf{e}_{T} \partial_{x} c^{e f f}\left(x^{*}, t^{*}\right)\left(\frac{1}{6}\left(\frac{y^{*}}{H}\right)^{2}-\frac{1}{12}\left(\frac{y^{*}}{H}\right)^{4}-\frac{7}{180}\right)+ \\
\left(\frac{1}{6}-\frac{1}{2}\left(\frac{y^{*}}{H}\right)^{2}\right) \mathbf{P e}_{T} \mathbf{D} \mathbf{a}_{T} \frac{H}{K_{e}^{*}}\left(c^{e f f}\left(x^{*}, t^{*}\right)-\frac{k_{s}^{*}}{K_{e}^{*}} \int_{0}^{t^{*}} e^{-k_{s}^{*}\left(t^{*}-\xi\right) / K_{e}^{*}} c^{e f f}\left(x^{*}, \xi\right) d \xi\right)- \\
\left(\frac{1}{6}-\frac{1}{2}\left(\frac{y^{*}}{H}\right)^{2}\right) \frac{c_{s 0}}{K_{e}^{*}} e^{-k_{s}^{*} t^{*} / K_{e}^{*}} \mathbf{P e}_{T} \mathbf{D a}_{T}  \tag{15}\\
c_{s}^{e f f}\left(x^{*}, t^{*}\right)=c_{s 0} e^{-k_{s}^{*} t^{*} / K_{e}^{*}}+T_{L} k_{s}^{*} \int_{0}^{t^{*}} e^{-k_{s}^{*}\left(t^{*}-\xi\right) / K_{e}^{*}} c_{e f f}^{f u l l}\left(x^{*}, \xi\right) d \xi \tag{16}
\end{gather*}
$$

and it gives an approximation of order $O\left(\left(\varepsilon \mathbf{P e}_{T}\right)^{3 / 2}\right)$.
Remark 1 The characteristic parameters, based on the data from Taylor's article [20], could be found in [13]. We mention two important Taylor's examples, one with $\alpha=1.614, H=2.6 \cdot 10^{-4} \mathrm{~m}$, the longitudinal Péclet number $\mathbf{P e}=0.95 \cdot 10^{5}$ and $\mathbf{P e}_{T}=78$ and the second one with $\alpha=1.96$, $H=2.6 \cdot 10^{-4} \mathrm{~m}$, the longitudinal Péclet number $\mathbf{P e}=4.14 \cdot 10^{6}$ and $\mathbf{P e}_{T}=173$. Obviously, in Taylor's situation, our derived contributions are important and using them is necessary in order to simulate correctly the reactive flows.

In his fundamental work [20], Taylor showed that, for sufficiently large time, any point discharge of tracer in laminar pipe Poiseuille flow evolves to a symmetric gaussian distribution moving longitudinally with the mean speed of the flow. This type of flow is usually called Taylor regime where the characteristic diffusion width is $\sigma \sim \sqrt{D^{*}\left(1+\frac{8}{945} \mathbf{P e}_{T}^{2}\right) t}$.

Informations on the regime for the effective concentration $c_{0}^{e f f}$ can be obtained from the first moments, defined by

$$
M_{k}(t)=\int_{-\infty}^{+\infty} x^{k} c_{0}^{e f f}(x, t) d x, \quad 0 \leq k \leq 2
$$

Direct calculation gives for the characteristic diffusion width $\sigma \sim \sqrt{C t}$, where $C$ depends not only on Taylor's diffusion coefficient, but also nonlinearly on $C_{k}=\frac{T_{L}}{T_{D e}} k_{s}, C_{0}=\frac{T_{L} k_{s}}{T_{D e} K_{e}}$ and $C_{g 1}=\frac{T_{A} T_{L} k_{s}}{T_{D e}^{2} K_{e}}$.

## 3 Vector valued Laplace transform and applications to PDEs

The Laplace's transform method is widely used in solving engineering problems. In applications it is usually called the operational calculus or Heaviside's method. Note that if we apply the Laplace transform on the equation

$$
\frac{T_{A}}{T_{D e}} \frac{\partial c_{s}^{\varepsilon}}{\partial t}=\frac{T_{L}}{T_{D e}} k_{s}\left(\left.c^{\varepsilon}\right|_{y=1}-\frac{T_{A}}{T_{D e}} \frac{c_{s}^{\varepsilon}}{K_{e}}\right),
$$

being a part of (9), we compute easily

$$
\begin{equation*}
\frac{T_{A}}{T_{D e}} \hat{c}_{s}^{\varepsilon}=\frac{1}{\tau+\left(T_{L} k_{s}\right) /\left(T_{D e} K_{e}\right)}\left(\left.\frac{T_{L}}{T_{D e}} k_{s} \hat{c}^{\varepsilon}\right|_{y=1}+\frac{T_{A}}{T_{D e}} c_{s 0}\right) . \tag{17}
\end{equation*}
$$

It follows that the Laplace transform of the problem (8)-(11) reads

$$
\begin{gather*}
\tau \hat{c}^{\varepsilon}+Q\left(1-y^{2}\right) \frac{\partial \hat{c}^{\varepsilon}}{\partial x}-D \varepsilon^{\alpha} \frac{\partial^{2} \hat{c}^{\varepsilon}}{\partial x^{2}}-D \varepsilon^{\alpha-2} \frac{\partial^{2} \hat{c}^{\varepsilon}}{\partial y^{2}}=c_{00} \quad \text { in } \mathbb{R} \times(0,1),  \tag{18}\\
-\left.D \varepsilon^{\alpha-2} \frac{\partial \hat{c}^{\varepsilon}}{\partial y}\right|_{y=1}=\left.k(\tau) \hat{c}^{\varepsilon}\right|_{y=1}-g(\tau) \quad \text { in } \mathbb{R},  \tag{19}\\
k(\tau)=\frac{\left(T_{L} / T_{D e}\right) k_{s} \tau}{\tau+\left(T_{L} k_{s}\right) /\left(T_{D e} K_{e}\right)}, \quad g(\tau)=\frac{1}{T_{D e}^{2} K_{e}} \frac{T_{A} T_{L} k_{s} c_{s 0}}{\tau+\left(T_{L} k_{s}\right) /\left(T_{D e} K_{e}\right)},  \tag{20}\\
\left.\frac{\partial \hat{c}^{\varepsilon}}{\partial y}\right|_{y=0}=0 \quad \text { in } \mathbb{R} . \tag{21}
\end{gather*}
$$

In the sequel, we work on the Laplace's form (18)-(21) of the original problem. In this section we thus recall some basic facts about applications of Laplace's transform to linear parabolic equations. These results will be used in particular to assert that our error estimates in the "Laplace's world" can be straightforward interpreted as error estimates in the "real world".

For locally integrable function $f \in L_{l o c}^{1}(\mathbb{R})$ such that $f(t)=0$ for $t<0$ and $|f(t)| \leq A e^{a t}$ as $t \rightarrow+\infty$, the Laplace transform of $f$, denoted $\hat{f}$, is defined as

$$
\begin{equation*}
\hat{f}(\tau)=\int_{0}^{+\infty} f(t) e^{-\tau t} d t, \quad \tau=\xi+i \eta \in \mathbb{C} \tag{22}
\end{equation*}
$$

It is closely linked with Fourier's transform in $\mathbb{R}$. We note that

$$
\begin{equation*}
\hat{f}(\tau)=\mathcal{F}\left(f(t) e^{-\xi t}\right)(-\eta), \quad \xi>a \tag{23}
\end{equation*}
$$

where the Fourier's transform of a function $g \in L^{1}(\mathbb{R})$ is given by

$$
\mathcal{F}(g(t))(\omega)=\int_{\mathbb{R}} g(t) e^{i \omega t} d t, \quad \omega \in \mathbb{R}
$$

It is well-known (see e.g. [21] or [11]) that $\hat{f}$ defined by (22) is analytic in the half-plane $\{\operatorname{Re}(\tau)=\xi>a\}$ and it tends to zero as $\operatorname{Re}(\tau) \rightarrow+\infty$.

For real applications, Laplace's transform of functions is not well-adapted and it is natural to use Laplace's transform of distributions. It is defined for distributions with support on $[a,+\infty)$ i.e. for
$f \in \mathcal{D}_{+}^{\prime}(a)$, where $\mathcal{D}_{+}^{\prime}(a)=\left\{f \in \mathcal{D}^{\prime}(\mathbb{R}) ;\right.$ supp $\left.f \subset[a,+\infty)\right\}$. If $\mathcal{S}^{\prime}(\mathbb{R})$ denotes the space of distributions of slow growth, then we introduce $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ by

$$
\begin{equation*}
\mathcal{S}_{+}^{\prime}(\mathbb{R})=\mathcal{D}_{+}^{\prime}(0) \cap \mathcal{S}^{\prime}(\mathbb{R}) \tag{24}
\end{equation*}
$$

and we use the formula (23) to define Laplace's transform for $f \in \mathcal{D}_{+}^{\prime}(a)$ such that $f e^{-\xi t} \in \mathcal{S}_{+}^{\prime}(\mathbb{R})$ for all $\xi>a$. This approach permits the rigorous operational calculus. For details we refer to classical textbooks as [21] by Vladimirov.

Laplace's transform is applied to linear ODEs and PDEs, the transform problem is solved and its solution $\hat{f}$ is calculated. Then the important question is how to inverse the Laplace's transform. First we need a suitable space for image functions. It is the algebra $H(a)$ defined by

$$
\begin{align*}
H(a)=\{ & g \in \mathcal{H o l}(\{\tau \in \mathbb{C} ; \operatorname{Re}(\tau)>a\}) \text { satisfying the growth condition : } \\
& \text { for any } \sigma_{o}>a \text { there are real numbers } C\left(\sigma_{o}\right)>0 \text { and } m=m\left(\sigma_{o}\right) \geq 0  \tag{25}\\
& \text { such that } \left.|g(\tau)| \leq C\left(\sigma_{o}\right)\left(1+|\tau|^{m}\right), \operatorname{Re}(\tau)>\sigma_{o}\right\} .
\end{align*}
$$

For elements of $H(a)$ we have the following classical result.
Theorem 2 ([21] pp. 162-165) Let $\hat{f} \in H(a)$ be absolutely integrable with respect to $\eta$ on $\mathbb{R}$ for certain $\xi>a$. Then the following formula holds true.

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi i} \int_{\xi-i \infty}^{\xi+i \infty} \hat{f}(z) e^{z t} d z \tag{26}
\end{equation*}
$$

These classical results are not sufficient for our purposes. We need results for reflexive Sobolev space $X$ valued Laplace's transform. Furthermore we need an inversion theorem in $L^{p}((0,+\infty) ; X)$. The corresponding theory could be found in Arendt [1] and we give only results directly linked to our needs.

Let $X$ be a Hilbert space, $\mathbb{C}_{+}=\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\}$ and let $H^{2}\left(\mathbb{C}_{+}, X\right)$ be the subset of the space of holomorphic functions defined by

$$
H^{2}\left(\mathbb{C}_{+}, X\right)=\left\{h: \mathbb{C}_{+} \rightarrow X \text { such that }\|h\|_{H^{2}\left(\mathbb{C}_{+}, X\right)}=\sup _{x>0} \int_{\mathbb{R}}\|h(x+i s)\|_{X}^{2} d s<+\infty\right\}
$$

Then we have
Theorem 3 (vector valued Paley-Wiener theorem from [1], page 48) Let $X$ be a Hilbert space. Then the map $\left.f \rightarrow \hat{f}\right|_{\mathbb{C}}$ is an isometric isomorphism of $L^{2}\left(\mathbb{R}_{+}, X\right)$ onto $H^{2}\left(\mathbb{C}_{+}, X\right)$.
In our situation, we have to deal with $\mathbb{C}_{+}$replaced by $\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>\tau_{0}>0\right\}$. But this means just replacing $f$ by $e^{-\tau t} f$ in Theorem 3. Other, more direct way to proceed is to follow ideas from [11] and use a direct approach based on the link to Fourier's transform. We apply this result in the study of the upscaled equations and then in the error estimates. We derive estimates for the solutions of the Laplace transformed problem.

## 4 Rigorous derivation and analysis of the effective problem

### 4.1 Formal asymptotic expansion

We suppose $\alpha \geq 1$ and look for a solution $c^{\varepsilon}$ of the problem, in the form

$$
c^{\varepsilon}=c_{0}(x ; \varepsilon)+\varepsilon^{2-\alpha} c_{1}(x, y)+\varepsilon^{2(2-\alpha)} c_{2}(x, y)+\cdots
$$

where $\varepsilon^{2-\alpha}$ is the transversal Péclet number. Introducing this expansion in the equation, we get

$$
\begin{align*}
& \tau c_{0}+Q\left(1-y^{2}\right) \partial_{x} c_{0}-D \partial_{y y}^{2} c_{1} \\
& +\varepsilon^{2-\alpha}\left(\tau c_{1}+Q\left(1-y^{2}\right) \partial_{x} c_{1}-D \varepsilon^{2(\alpha-1)} \partial_{x x}^{2} c_{0}-D \varepsilon^{\alpha} \partial_{x x}^{2} c_{1}-D \partial_{y y}^{2} c_{2}\right) \\
& =c_{00}+\mathcal{O}\left(\varepsilon^{2(2-\alpha)}\right) \tag{27}
\end{align*}
$$

We then write the cascade of equations corresponding to each power of the transversal Péclet number. For the order 1 , we get for every $x \in \mathbb{R}$

$$
\begin{align*}
& \tau c_{0}+\frac{2 Q}{3} \partial_{x} c_{0}+Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c_{0}=D \partial_{y y}^{2} c_{1}+c_{00} \quad \text { on }(0,1),  \tag{28}\\
& \left.\partial_{y} c_{1}\right|_{y=0}=0, \quad-\left.D \partial_{y} c_{1}\right|_{y=1}=k(\tau) c_{0}-g(\tau) .
\end{align*}
$$

By Fredholm's alternative, the latter problem has a solution if and only if $c_{0}$ is a solution of a given hyperbolic equation. Our initial and boundary data being incompatible, we choose to relax the hyperbolic equation into the following assumption

$$
\begin{equation*}
k(\tau) c_{0}-g(\tau)=-\tau c_{0}-\frac{2 Q}{3} \partial_{x} c_{0}+c_{00}+\mathcal{O}\left(\varepsilon^{2-\alpha}\right) \tag{29}
\end{equation*}
$$

This assumption is justified at the end of the present subsection when we get the equation satisfied by $c_{0}$. Because of (29), problem (28) now is

$$
\begin{aligned}
& k(\tau) c_{0}-g(\tau)-Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c_{0}=-D \partial_{y y}^{2} c_{1} \quad \text { in } \mathbb{R} \times(0,1), \\
& \left.\partial_{y} c_{1}\right|_{y=0}=0, \quad-\left.D \partial_{y} c_{1}\right|_{y=1}=k(\tau) c_{0}-g(\tau)
\end{aligned}
$$

If we choose the solution $c_{1}$ of the latter problem such that $\int_{0}^{1} c_{1} d y=0$, it reads

$$
\begin{equation*}
c_{1}(x, y)=\frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \partial_{x} c_{0}+\frac{1}{2 D}\left(\frac{1}{3}-y^{2}\right)\left(k(\tau) c_{0}-g(\tau)\right) \tag{30}
\end{equation*}
$$

Bearing in mind (29), we now study the next order terms in (27), that is

$$
\begin{align*}
& \tau c_{1}+Q\left(1-y^{2}\right) \partial_{x} c_{1}-D \varepsilon^{2(\alpha-1)} \partial_{x x}^{2} c_{0}-D \varepsilon^{\alpha} \partial_{x x}^{2} c_{1} \\
& \quad+\varepsilon^{\alpha-2}\left((\tau+k(\tau)) c_{0}+\frac{2 Q}{3} \partial_{x} c_{0}-g(\tau)-c_{00}\right)=D \partial_{y y}^{2} c_{2}  \tag{31}\\
& \left.\partial_{y} c_{2}\right|_{y=0}=0, \quad-\left.D \partial_{y} c_{2}\right|_{y=1}=\left.k(\tau) c_{1}\right|_{y=1}
\end{align*}
$$

Using once again the Fredholm alternative, we ensure that this problem has a solution if and only if

$$
\begin{aligned}
\tau c_{0} & +\frac{2 Q}{3} \partial_{x} c_{0}+k(\tau)\left(c_{0}+\left.\varepsilon^{2-\alpha} c_{1}\right|_{y=1}\right)-\varepsilon^{\alpha} D \partial_{x x}^{2} c_{0}+\varepsilon^{2-\alpha} \tau \int_{0}^{1} c_{1} d y \\
& +\varepsilon^{2-\alpha} Q \int_{0}^{1}\left(1-y^{2}\right) \partial_{x} c_{1} d y-D \varepsilon^{2} \partial_{x x}^{2} \int_{0}^{1} c_{1} d y=g(\tau)+c_{00}
\end{aligned}
$$

is satisfied in $\mathbb{R}$. Because $c_{1}$ is chosen such that $\int_{0}^{1} c_{1} d y=0$, the zero order term $c_{0}$ is characterized by

$$
\begin{align*}
\tau c_{0} & +\frac{2 Q}{3} \partial_{x} c_{0}+k(\tau)\left(c_{0}+\left.\varepsilon^{2-\alpha} c_{1}\right|_{y=1}\right)-\varepsilon^{\alpha} D \partial_{x x}^{2} c_{0} \\
& +\varepsilon^{2-\alpha} Q \int_{0}^{1}\left(1-y^{2}\right) \partial_{x} c_{1} d y=g(\tau)+c_{00} \quad \text { in } \mathbb{R} \tag{32}
\end{align*}
$$

We compute

$$
\begin{aligned}
& \int_{0}^{1}\left(1-y^{2}\right) \partial_{x} c_{1} d y=-\frac{8 Q}{945 D} \partial_{x x}^{2} c_{0}+\frac{2}{45 D}\left(k(\tau) \partial_{x} c_{0}-\partial_{x} g(\tau)\right) \\
& \left.c_{1}\right|_{y=1}=\frac{2 Q}{45 D} \partial_{x} c_{0}-\frac{1}{3 D}\left(k(\tau) c_{0}-g(\tau)\right)
\end{aligned}
$$

Equation (32) thus reduces to

$$
\begin{aligned}
(\tau+ & \left.k(\tau)-\frac{k(\tau)^{2}}{3 D} \varepsilon^{2-\alpha}\right) c_{0}+\left(\frac{2 Q}{3}+\frac{4 Q}{45 D} k(\tau) \varepsilon^{2-\alpha}\right) \partial_{x} c_{0} \\
& -\left(D \varepsilon^{\alpha}+\frac{8 Q^{2}}{945 D} \varepsilon^{2-\alpha}\right) \partial_{x x}^{2} c_{0}=c_{00}+g(\tau)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}\right)+\frac{2 Q}{45 D} \varepsilon^{2-\alpha} \partial_{x} g(\tau)
\end{aligned}
$$

in $\mathbb{R}$. For convenience we set

$$
\begin{align*}
& F_{0}(\tau)=\tau+k(\tau)-\frac{k(\tau)^{2}}{3 D} \varepsilon^{2-\alpha}  \tag{33}\\
& F_{1}(\tau)=\frac{2 Q}{3}+\frac{4 Q}{45 D} k(\tau) \varepsilon^{2-\alpha}  \tag{34}\\
& \tilde{D}=D \varepsilon^{\alpha}+\frac{8 Q^{2}}{945 D} \varepsilon^{2-\alpha} \tag{35}
\end{align*}
$$

We finally claim that the effective equation governing $c_{0}$ is

$$
\begin{align*}
F_{0}(\tau) c_{0} & +F_{1}(\tau) \partial_{x} c_{0}-\tilde{D} \partial_{x x}^{2} c_{0} \\
& =c_{00}+g(\tau)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}\right)+\frac{2 Q}{45 D} \varepsilon^{2-\alpha} \partial_{x} g(\tau) \tag{36}
\end{align*}
$$

### 4.2 Existence and uniqueness result for the effective equation

The present subsection is devoted to the analysis of the effective problem (36) derived in subsection $\S 4.1$. Since the problem (36) is posed in $\mathbb{R}$, we search for a solution $c_{0} \in H^{2}(\mathbb{R})$, for every $\tau \in \mathbb{C}$, $\operatorname{Re}$ $\tau \geq \tau_{0}$. Let $w=\mathcal{F}_{x}\left(c_{0}\right)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} c_{0}(x, \tau) e^{i \omega x} d x$. Then it is determined by the following equation

$$
\begin{equation*}
\left(F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}\right) w(\omega)=\mathcal{F}\left(c_{00}\right)(\omega)+\mathcal{F}(g)(\omega)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}+i \omega \frac{2 Q}{45 D} \varepsilon^{2-\alpha}\right), \text { in } \mathbb{R} \tag{37}
\end{equation*}
$$

Solution to (37) is formally given by

$$
\begin{equation*}
w(\omega)=\frac{\mathcal{F}\left(c_{00}\right)(\omega)+\mathcal{F}(g)(\omega)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}+i \omega \frac{2 Q}{45 D} \varepsilon^{2-\alpha}\right)}{F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}}, \quad \omega \in \mathbb{R} \tag{38}
\end{equation*}
$$

and in order to prove that $c_{0} \in H^{2}(\mathbb{R})$, we need to check properties of the denominator. We have

$$
\begin{align*}
& \left|F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}\right|^{2}=\left(\tilde{D} \omega^{2}\right)^{2}+2 \tilde{D} \omega^{2} \operatorname{Re}\left(F_{0}(\tau)+i \omega F_{1}(\tau)\right)+\left|F_{0}(\tau)+i \omega F_{1}(\tau)\right|^{2}= \\
& \left(\tilde{D} \omega^{2}\right)^{2}+2 \tilde{D} \omega^{2} \operatorname{Re} F_{0}(\tau)-2 \tilde{D} \omega^{3} \operatorname{Im} F_{1}(\tau)+\left(\operatorname{Re} F_{0}(\tau)-\omega \operatorname{Im} F_{1}(\tau)\right)^{2}+\left(\operatorname{Im} F_{0}(\tau)+\omega \operatorname{Re} F_{1}(\tau)\right)^{2} \\
& =\frac{1}{2} \tilde{D} \omega^{2}\left(\sqrt{\tilde{D}} \omega-\frac{2 \operatorname{Im} F_{1}(\tau)}{\sqrt{\tilde{D}}}\right)^{2}+\left\{\tilde{D} \operatorname{Re} F_{0}(\tau)-2\left(\operatorname{Im} F_{1}(\tau)\right)^{2}\right\} \omega^{2}+\frac{1}{2}\left(\tilde{D} \omega^{2}\right)^{2}+\tilde{D} \omega^{2} \operatorname{Re} F_{0}(\tau)+ \\
& \left(\operatorname{Re} F_{0}(\tau)-\omega \operatorname{Im} F_{1}(\tau)\right)^{2}+\left(\operatorname{Im} F_{0}(\tau)+\omega \operatorname{Re} F_{1}(\tau)\right)^{2} \geq \frac{1}{2}\left(\tilde{D} \omega^{2}\right)^{2}+\left(\operatorname{Re} F_{0}(\tau)-\omega \operatorname{Im} F_{1}(\tau)\right)^{2}+ \\
& \left(\operatorname{Im} F_{0}(\tau)+\omega \operatorname{Re} F_{1}(\tau)\right)^{2}+\tilde{D} \omega^{2} \operatorname{Re} F_{0}(\tau) \tag{39}
\end{align*}
$$

where we have used that $\operatorname{Re} F_{0} \geq \tau_{0} / 2, \varepsilon \ll 1$ and $\operatorname{Im} F_{1}(\tau)=O(\tilde{D})$. Now, using (39), for $c_{00} \in L^{2}(\mathbb{R})$ and $c_{s 0} \in H^{1}(\mathbb{R})$, we get $w \in L^{2}(\mathbb{R})$, $\omega w \in L^{2}(\mathbb{R})$ and $\omega^{2} w \in L^{2}(\mathbb{R})$, is a unique solution for (37). We conclude that there exists a unique solution $c_{0}=\mathcal{F}_{x}^{-1}(w) \in H^{2}(\mathbb{R})$ of the effective Laplacetransformed problem (36) for any $\tau$ such that $\operatorname{Re}(\tau) \geq \tau_{0}>0$. As $c_{00}, c_{s 0} \in C_{0}^{\infty}(\mathbb{R})$, we have $c_{0} \in \mathcal{S}(\mathbb{R})$. Unfortunately, in (39) the leading term contains $\tilde{D}$ and the regularization comes along with estimates which explode when $\varepsilon \rightarrow 0$. It confirms difficulties already observed in [16]. Precise lower bound for the denominator is given in the following lemma:

Lemma 1 Under the above assumptions, we have

$$
\begin{equation*}
\left|F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}\right| \geq C\left\{\tilde{D} \omega^{2}+\operatorname{Re} \tau+\sqrt{\tilde{D}}|\operatorname{Im} \tau|+1\right\} \tag{40}
\end{equation*}
$$

where $C$ does not depend on $\tilde{D}, \tau$ and $\omega$.

Proof We start from (39) and use that $\operatorname{Re} F_{0} \geq \tau_{0} / 2, \varepsilon \ll 1$ and $\operatorname{Im} F_{1}(\tau)=O(\tilde{D})$. We have

$$
\begin{equation*}
\left(\operatorname{Re} F_{0}(\tau)-\omega \operatorname{Im} F_{1}(\tau)\right)^{2}+\frac{1}{4} \tilde{D} \omega^{2} \operatorname{Re} F_{0}(\tau)>\frac{1}{2}\left(\operatorname{Re} F_{0}\right)^{2} \tag{41}
\end{equation*}
$$

The remaining term is estimated as

$$
\begin{equation*}
\frac{1}{4} \tilde{D} \omega^{2} \operatorname{Re} F_{0}(\tau)+\frac{1}{4}\left(\operatorname{Re} F_{0}\right)^{2}+\left(\operatorname{Im} F_{0}(\tau)+\omega \operatorname{Re} F_{1}(\tau)\right)^{2} \geq \frac{\left(\operatorname{Im} F_{0}(\tau)\right)^{2} \tilde{D} \operatorname{Re} F_{0}(\tau)}{\tilde{D} \operatorname{Re} F_{0}(\tau)+4\left(\operatorname{Re} F_{1}(\tau)\right)^{2}} \tag{42}
\end{equation*}
$$

After inserting (41) and (42) into (39), we get (40).
Proposition 1 Let $2>\alpha \geq 1$. Then for any $\tau \in \mathbb{C}$ such that $\operatorname{Re}(\tau) \geq \tau_{0}>0$ we have

$$
\begin{gather*}
\left\|c_{0}(\tau)\right\|_{L^{2}(\mathbb{R})} \leq C \frac{\left\|c_{00}\right\|_{H^{1}(\mathbb{R})}+\left\|c_{s 0}\right\|_{L^{2}(\mathbb{R})}}{1+|\tau|}  \tag{43}\\
\left\|\partial_{x} c_{0}(\tau)\right\|_{L^{2}(\mathbb{R})} \leq C \frac{\left\|c_{00}\right\|_{H^{2}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{1}(\mathbb{R})}}{1+|\tau|}  \tag{44}\\
\left\|\partial_{x x}^{2} c_{0}(\tau)\right\|_{L^{2}(\mathbb{R})} \leq C \frac{\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}}{1+|\tau|} \tag{45}
\end{gather*}
$$

Proof The difficulty is that any decay in $\tau$ is accompanied by the presence of the negative powers of $\tilde{D}$ in the estimates. Main difficulty is the presence of $c_{00}$. In order to handle it we decompose $w$ as $w=U+\mathcal{F}_{x}\left(c_{00}\right) /(1+\tau)$. Then for $U$ we have

$$
\begin{gather*}
\left(F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}\right) U(\omega)=\mathcal{F}_{x}\left(c_{00}\right)(\omega)\left(1-\frac{F_{0}(\tau)}{1+\tau}\right)-i \omega F_{1}(\tau) \mathcal{F}_{x}\left(c_{00}\right)(\omega)-\frac{\tilde{D} \omega^{2}}{1+\tau} \mathcal{F}_{x}\left(c_{00}\right)(\omega)+ \\
\mathcal{F}(g)(\omega)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}+i \omega \frac{2 Q}{45 D} \varepsilon^{2-\alpha}\right), \text { in } \mathbb{R} \tag{46}
\end{gather*}
$$

Using that $\tilde{D}=C \varepsilon^{2-\alpha}$, we have

$$
\left\|\frac{\tilde{D} \omega^{2} \mathcal{F}_{x}\left(c_{00}\right)(\omega) /(1+\tau)}{F_{0}(\tau)+i \omega F_{1}(\tau)+\tilde{D} \omega^{2}}\right\|_{L^{2}(\mathbb{R})} \leq \frac{\left\|c_{00}\right\|_{L^{2}(\mathbb{R})}}{1+|\tau|}
$$

Summing up the estimates gives (43)-(45). $\square$

### 4.3 Error estimates

As before, we limit ourselves to the case $\alpha \geq 1$. As described in subsection $\S 4.1$, the formal asymptotic expansion of a solution $c^{\varepsilon}$ of system (8)-(11) leads to consider the following function for approximating $\hat{c}^{\varepsilon}$ :

$$
\begin{gather*}
c_{1}^{L, e f f}(x, y ; \varepsilon)=c_{0}(x ; \varepsilon)+\varepsilon^{2-\alpha} \frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \partial_{x} c_{0}(x ; \varepsilon) \\
+\frac{\varepsilon^{2-\alpha}}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\left(k(\tau) c_{0}(x ; \varepsilon)-g(\tau)\right) \tag{47}
\end{gather*}
$$

where $c_{0} \in H^{1}\left(\Omega^{)}\right.$is the solution of the following effective equation

$$
\begin{gather*}
\left(\tau+k(\tau)-\frac{k(\tau)^{2}}{3 D} \varepsilon^{2-\alpha}\right) c_{0}+\left(\frac{2 Q}{3}+\frac{4 Q}{45 D} k(\tau) \varepsilon^{2-\alpha}\right) \partial_{x} c_{0} \\
-\left(D \varepsilon^{\alpha}+\frac{8 Q^{2}}{945 D} \varepsilon^{2-\alpha}\right) \partial_{x x}^{2} c_{0}=c_{00}+g(\tau)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}\right)+\frac{2 Q}{45 D} \varepsilon^{2-\alpha} \partial_{x} g(\tau) \tag{48}
\end{gather*}
$$

After some computations, we assert that $\hat{c}^{\epsilon}-c_{1}^{L, e f f}$ satisfies the following problem.

$$
\begin{gather*}
\mathcal{L}^{\varepsilon}\left(\hat{c}^{\epsilon}-c_{1}^{L, e f f}\right)=-\Phi^{\varepsilon} \quad \text { in } \Omega,  \tag{49}\\
-\left.D \varepsilon^{\alpha-2} \partial_{y}\left(\hat{c}^{\epsilon}-c_{1}^{L, e f f}\right)\right|_{y=1}=\left.k(\tau)\left(\hat{c}^{\epsilon}-c_{1}^{L, e f f}\right)\right|_{y=1}-b^{\varepsilon} \quad \text { in } \mathbb{R},  \tag{50}\\
\left.\partial_{y}\left(\hat{c}^{\epsilon}-c_{1}^{L, e f f}\right)\right|_{y=0}=0 \quad \text { in } \mathbb{R}, \tag{51}
\end{gather*}
$$

where functions $\Phi^{\varepsilon}$ and $b^{\varepsilon}$ are defined by

$$
\begin{gather*}
\Phi^{\varepsilon}=\sum_{i=1}^{5} F_{i}^{\varepsilon}+\sum_{i=1}^{3} S_{i}^{\varepsilon}+b^{\varepsilon},  \tag{52}\\
F_{1}^{\varepsilon}=\varepsilon^{2-\alpha} \partial_{x x}^{2} c_{0} \frac{Q^{2}}{D}\left(\frac{8}{945}+\left(1-y^{2}\right)\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right)\right),  \tag{53}\\
F_{2}^{\varepsilon}=\varepsilon^{2-\alpha} \partial_{x} c_{0} \frac{Q k(\tau)}{D}\left(-\frac{2}{45}+\left(1-y^{2}\right)\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\right),  \tag{54}\\
F_{3}^{\varepsilon}=\varepsilon^{2-\alpha} \tau \partial_{x} c_{0} \frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right),  \tag{55}\\
F_{4}^{\varepsilon}=-\varepsilon^{2-\alpha} c_{0} \frac{\tau k(\tau)}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right),  \tag{56}\\
S_{1}^{\varepsilon}=-\varepsilon^{2-\alpha} \frac{\tau g(\tau)}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right),  \tag{57}\\
F_{x x}^{2}\left(\frac{1}{6}-\frac{y^{2}}{2}\right)-\varepsilon^{2} Q \partial_{x x x}^{3} c_{0}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right),  \tag{58}\\
S_{3}^{\varepsilon}=\varepsilon^{2} \partial_{x x}^{2} g\left(\frac{1}{6}-\frac{y^{2}}{2}\right),  \tag{59}\\
S_{2}^{\varepsilon}=-\varepsilon^{2-\alpha} \frac{Q}{D} \partial_{x} g\left(-\frac{2}{45}+\left(1-y^{2}\right)\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\right),  \tag{60}\\
b^{\varepsilon}=\varepsilon^{2-\alpha} \frac{k(\tau)^{2}}{3 D} c_{0}-\varepsilon^{2-\alpha} \frac{2 Q}{45 D} k(\tau) \partial_{x} c_{0}-\varepsilon^{2-\alpha} \frac{k(\tau)}{3 D} g(\tau) . \tag{61}
\end{gather*}
$$

Let $w=\hat{c}^{\varepsilon}-c_{1}^{L, e f f}$. The variational formulation corresponding to problem (49)-(51) is

$$
\begin{gather*}
\int_{\Omega} \tau w \phi d x d y+\int_{\Omega} D \varepsilon^{\alpha}\left(\partial_{x} w \partial_{x} \phi+\varepsilon^{-2} \partial_{y} w \partial_{y} \phi\right) d x d y+\left.\left.\int_{\mathbb{R}} k(\tau) w\right|_{y=1} \phi\right|_{y=1} d x \\
+\int_{\Omega} Q\left(1-y^{2}\right) \phi \partial_{x} w d x d y=-\int_{\Omega} \sum_{i=1}^{5} F_{i}^{\varepsilon} \phi d x d y-\int_{\Omega} \sum_{i=1}^{3} S_{i}^{\varepsilon} \phi d x d y \\
-\int_{\mathbb{R}} b^{\varepsilon} \int_{0}^{1}\left(\phi-\left.\phi\right|_{y=1}\right) d y d x \tag{62}
\end{gather*}
$$

We now look for estimates of the terms in the right hand side of (62). We state and prove the following result:

Lemma 2 Let $\phi \in H^{1}(\Omega)$. Then the following estimates hold true:

$$
\begin{align*}
\left|\int_{\Omega} \sum_{i=1}^{5} F_{i}^{\varepsilon} \phi d x d y\right| & \leq C \varepsilon^{3(1-\alpha / 2)} \mathcal{C}\left(c_{0}\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)}+C \varepsilon^{2-\alpha / 2}\left\|\partial_{x} c_{0}\right\|_{L^{2}(\mathbb{R})}\left\|\varepsilon^{\alpha / 2} \partial_{x} \phi\right\|_{L^{2}(\Omega)},  \tag{63}\\
\left|\int_{\Omega} \sum_{i=1}^{3} S_{i}^{\varepsilon} \phi d x d y\right| & \leq C \varepsilon^{3(1-\alpha / 2)} \mathcal{C}\left(c_{s 0}\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)},  \tag{64}\\
\left|\int_{\mathbb{R}} b^{\varepsilon}\left(\int_{0}^{1} \phi-\left.\phi\right|_{y=1} d y\right) d x\right| & \leq C \varepsilon^{3(1-\alpha / 2)} \frac{\mathcal{C}\left(c_{0}\right)+\mathcal{C}\left(c_{s 0}\right)}{1+|\tau|}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)}, \tag{65}
\end{align*}
$$

where the quantities $\mathcal{C}\left(c_{0}\right)$ and $\mathcal{C}\left(c_{s 0}\right)$ are defined by

$$
\begin{aligned}
& \mathcal{C}\left(c_{0}\right)=(1+|\tau|)\left(\left\|c_{0}\right\|_{L^{2}(\mathbb{R})}+\left\|\partial_{x} c_{0}\right\|_{L^{2}(\mathbb{R})}\right)+\left\|\partial_{x x}^{2} c_{0}\right\|_{L^{2}(\mathbb{R})} \\
& \mathcal{C}\left(c_{s 0}\right)=\left\|c_{s 0}\right\|_{L^{2}(\mathbb{R})}+\frac{1}{1+|\tau|}\left\|\partial_{x} c_{s 0}\right\|_{L^{2}(\mathbb{R})}
\end{aligned}
$$

Proof First, we note that all $F_{i}^{\varepsilon}$ have zero mean with respect to $y$. Therefore, $\sum_{i=1}^{4} F_{i}^{\varepsilon}$ can be written as

$$
\sum_{i=1}^{4} F_{i}^{\varepsilon}=\varepsilon^{2-\alpha} \partial_{y}\left(P_{0}(y) \tau k(\tau) c_{0}+\left(P_{1}(y) \tau+P_{2}(y) k(\tau)\right) \partial_{x} c_{0}+P_{3}(y) \partial_{x x}^{2} c_{0}\right)
$$

where the polynomials $P_{j}, 0 \leq j \leq 3$, have zero traces in $y=0,1$. We thus have

$$
\begin{align*}
& \left|\int_{\Omega} \sum_{i=1}^{4} F_{i}^{\varepsilon} \phi d x d y\right|=\left|\int_{\Omega} \varepsilon^{2-\alpha}\left(P_{0}(y) \tau k(\tau) c_{0}+\left(P_{1}(y) \tau+P_{2}(y) k(\tau)\right) \partial_{x} c_{0}+P_{3}(y) \partial_{x x}^{2} c_{0}\right) \partial_{y} \phi d x d y\right| \\
& \quad \leq C \varepsilon^{2-\alpha}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)} \varepsilon^{1-\alpha / 2}\left(\left|\tau k ( \tau ) \left\|\left|c_{0}\left\|_{L^{2}(\mathbb{R})}+\mid \tau+k(\tau)\right\| \partial_{x} c_{0}\left\|_{L^{2}(\mathbb{R})}+\right\| \partial_{x x}^{2} c_{0} \|_{L^{2}(\mathbb{R})}\right) \cdot(66\right.\right.\right. \tag{66}
\end{align*}
$$

Next, for the second term in $F_{5}^{\varepsilon}$, in order to avoid using the estimate for $\partial_{x x x} c_{0}$, we use the partial integration with respect to $x$ and get the following estimate:

$$
\begin{align*}
& \left|\int_{\Omega} \varepsilon^{2} \partial_{y} \mathcal{P}_{4}(y) \partial_{x x x}^{3} c_{0} \phi d x d y\right|=\left|\int_{\Omega} \varepsilon^{2} \partial_{y} \mathcal{P}_{4}(y) \partial_{x x}^{2} c_{0} \partial_{x} \phi d x d y\right| \\
& \quad \leq C \varepsilon^{2-\alpha / 2}\left\|\partial_{x x} c_{0}\right\|_{L^{2}(\mathbb{R})}\left\|\varepsilon^{\alpha / 2} \partial_{x} \phi\right\|_{L^{2}(\Omega)} \tag{67}
\end{align*}
$$

The first term in $F_{5}^{\varepsilon}$ is easily estimated by the same bound. Estimates (66)-(67) imply estimate (63). Analogously, the term $\sum_{i=1}^{2} S_{i}^{\varepsilon}$ can be written as

$$
\sum_{i=1}^{2} S_{i}^{\varepsilon}=\varepsilon^{2-\alpha}\left(\partial_{y}\left(P_{g 0}(y)\right) \tau g(\tau)+\partial_{y}\left(P_{g 1}(y)\right) \partial_{x} g\right)
$$

where the polynomials $P_{g j}, 0 \leq j \leq 1$, have zero traces in $y=0,1$. We thus have

$$
\begin{equation*}
\left|\int_{\Omega} \sum_{i=1}^{2} S_{i}^{\varepsilon} \phi d x d y\right| \leq C \varepsilon^{2-\alpha}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)} \varepsilon^{1-\alpha / 2}\left(\left\|c_{s 0}\right\|_{L^{2}(\mathbb{R})}+\frac{1}{1+|\tau|}\left\|\partial_{x} c_{s 0}\right\|_{L^{2}(\mathbb{R})}\right) \tag{68}
\end{equation*}
$$

In analogy with (67), for the term $S_{3}^{\varepsilon}$ we have

$$
\begin{equation*}
\left|\int_{\Omega} S_{3}^{\varepsilon} \phi d x d y\right| \leq C \varepsilon^{2-\alpha / 2}\left\|\varepsilon^{\alpha / 2} \partial_{x} \phi\right\|_{L^{2}(\Omega)} \frac{1}{1+|\tau|}\left\|\partial_{x} c_{s 0}\right\|_{L^{2}(\mathbb{R})} \tag{69}
\end{equation*}
$$

Finally, for the term $b^{\varepsilon}$, we proceed using Poincaré's inequality:

$$
\begin{align*}
& \left|\int_{\mathbb{R}} b^{\varepsilon}\left(\int_{0}^{1} \phi(x, \xi) d \xi-\left.\phi\right|_{y=1}\right) d x\right|=\left|\int_{\Omega} y b^{\varepsilon} \partial_{y} \phi d x d y\right| \leq C \varepsilon^{3-3 \alpha / 2}\left(|k(\tau)|^{2}\left\|c_{0}\right\|_{L^{2}(\mathbb{R})}\right. \\
& +\left|k(\tau)\left\|\left|\partial_{x} c_{0}\left\|_{L^{2}(\mathbb{R})}+|k(\tau)\|g(\tau)\|| \mid c_{s 0}\right\|_{L^{2}(\mathbb{R})}\right)\right\| \varepsilon^{\alpha / 2-1} \partial_{y} \phi \|_{L^{2}(\Omega)} .\right. \tag{70}
\end{align*}
$$

Now (68)-(69) implies (64) and (70) gives (65). This completes the proof of the lemma.
Using Hölder's inequalities in the latter proof, we have the following result:
Corollary 2 Let $\gamma \in[0,1]$ and $\alpha \in[1,2)$. Then, under the assumptions of Lemma 2, the left hand sides of the estimates (63)-(65) could be replaced by

$$
C \varepsilon^{(2+\gamma)(1-\alpha / 2)}\left(\mathcal{C}\left(c_{0}\right)+\mathcal{C}\left(c_{s 0}\right)\right)\left(\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \phi\right\|_{L^{2}(\Omega)}^{\gamma}+\left\|\varepsilon^{\alpha / 2} \partial_{x} \phi\right\|_{L^{2}(\Omega)}^{\gamma}\right)\|\phi\|_{L^{2}(\Omega)}^{1-\gamma} .
$$

Now we test the variational formulation (62) by the function $\phi=\bar{w}$. After taking the absolute value, we obtain

$$
\begin{align*}
& \int_{\Omega}\left|\tau \left\|\left.w\right|^{2} d x d y+\int_{\Omega} D \varepsilon^{\alpha}\left(\left|\partial_{x} w\right|^{2}+\varepsilon^{-2}\left|\partial_{y} w\right|^{2}\right) d x d y+\left.\int_{\mathbb{R}}|k(\tau) \| w|_{y=1}\right|^{2} d x\right.\right. \\
& \quad \leq\left|\left(\int_{\Omega}\left(\sum_{i=1}^{5} F_{i}^{\varepsilon}+\sum_{i=1}^{3} S_{i}^{\varepsilon}\right) \bar{w} d x d y-\int_{\mathbb{R}} b^{\varepsilon} \int_{0}^{1}\left(\bar{w}-\left.\bar{w}\right|_{y=1}\right) d y d x\right)\right| \tag{71}
\end{align*}
$$

The terms in the right hand side of the later relation are estimated in Lemma 2. The $L^{2}$ error estimate is thus

$$
\begin{align*}
& \|w\|_{L^{2}(\Omega)}=\left\|\hat{c}^{\epsilon}-c_{1}^{L, e f f}\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{3(1-\alpha / 2)}\left((1+|\tau|)\left(\left\|c_{0}\right\|_{L^{2}(\mathbb{R})}+\left\|\partial_{x} c_{0}\right\|_{L^{2}(\mathbb{R})}\right)\right. \\
& \left.\quad+\left\|\partial_{x x}^{2} c_{0}\right\|_{L^{2}(\mathbb{R})}+\left\|c_{s 0}\right\|_{L^{2}(\mathbb{R})}+\frac{\left\|\partial_{x} c_{s 0}\right\|_{L^{2}(\mathbb{R})}}{1+|\tau|}\right) \tag{72}
\end{align*}
$$

The terms containing $c_{0}$ are estimated in subsection $\S 4.2$. We thus got the following result:

## Proposition 2

$$
\begin{gather*}
\left\|\left(\hat{c}^{\varepsilon}-c_{1}^{L, e f f}\right)(\tau)\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{3(1-\alpha / 2)}\left(\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}\right)  \tag{73}\\
\left\|\partial_{x}\left(\hat{c}^{\varepsilon}-c_{1}^{L, e f f}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{3-2 \alpha}\left(\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}\right)  \tag{74}\\
\left\|\partial_{y}\left(\hat{c}^{\varepsilon}-c_{1}^{L, e f f}\right)\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{4-2 \alpha}\left(\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}\right) .  \tag{75}\\
\left\|\left(\hat{c}^{\varepsilon}-c_{1}^{L, e f f}\right)(\tau)\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{(2-\alpha)(3-2 \delta) /(2-\delta)}\left(\left\|c_{00}\right\|_{H^{3}(\mathbb{R})}+\left\|c_{s 0}\right\|_{H^{2}(\mathbb{R})}\right)|\tau|^{-1 /(2-\delta)}, \forall \delta \in(0,1) . \tag{76}
\end{gather*}
$$

Proof Estimates (73)-(75) follow immediately from Lemma 2, estimate (72) and inequality (71). It remains to prove the estimate (76).

Let $1>\delta>0$. Then by Young's inequality we have

$$
\begin{gather*}
\left\{\left(|\tau|\|w\|_{L^{2}(\Omega)}^{2}\right)^{1 /(2-\delta)}\right\}^{2-\delta}+\left\{\left(\left\|\varepsilon^{\alpha / 2-1} \partial_{y} w\right\|_{L^{2}(\Omega)}^{2}\right)^{(1-\delta) /(2-\delta)}\right\}^{(2-\delta) /(1-\delta)} \\
\geq C\left(\left|\tau\|\mid w\|_{L^{2}(\Omega)}^{2}\right)^{1 /(2-\delta)}\left(\left\|\varepsilon^{\alpha / 2-1} \partial_{y} w\right\|_{L^{2}(\Omega)}^{2}\right)^{(1-\delta) /(2-\delta)}\right.  \tag{77}\\
\left\{\left(|\tau|\|w\|_{L^{2}(\Omega)}^{2}\right)^{1 /(2-\delta)}\right\}^{2-\delta}+\left\{\left(\left\|\varepsilon^{\alpha / 2} \partial_{x} w\right\|_{L^{2}(\Omega)}^{2}\right)^{(1-\delta) /(2-\delta)}\right\}^{(2-\delta) /(1-\delta)} \\
\geq C\left(\mid \tau\|w\|_{L^{2}(\Omega)}^{2}\right)^{1 /(2-\delta)}\left(\left\|\varepsilon^{\alpha / 2} \partial_{x} w\right\|_{L^{2}(\Omega)}^{2}\right)^{(1-\delta) /(2-\delta)} \tag{78}
\end{gather*}
$$

After inserting (77)-(78) into (71) and using Corollary 2 with $\gamma=2(1-\delta) /(2-\delta)$, we obtain

$$
\begin{gather*}
|\tau|^{1 /(2-\delta)}\|w\|_{L^{2}(\Omega)}^{2 /(2-\delta)} \leq C\left((1+|\tau|)\left(\left\|c_{0}\right\|_{L^{2}(\mathbb{R})}+\left\|\partial_{x} c_{0}\right\|_{L^{2}(\mathbb{R})}\right)+\left\|\partial_{x x}^{2} c_{0}\right\|_{L^{2}(\mathbb{R})}+\left\|c_{s 0}\right\|_{L^{2}(\mathbb{R})}+\right. \\
\left.\frac{\left\|\partial_{x} c_{s 0}\right\|_{L^{2}(\mathbb{R})}}{1+|\tau|}\right)\|w\|_{L^{2}(\Omega)}^{\delta /(2-\delta)} . \tag{79}
\end{gather*}
$$

Now we use the estimates for $c_{0}$ from subsection $\S 4.2$ and the estimate (76) follows immediately.
Proof (of Theorem 1) Theorem 1 now follows directly from the estimate (76) and the Paley-Wiener theorem 3.

### 4.4 Inverse Laplace transform for the effective problem

To complete the proof of Theorem 2.1, it remains to go from the "Laplace world" to the "real world". Let $c_{0}^{\text {eff }}$ be the inverse Laplace transform of $c_{0}$. We recall that $c_{0}$ is the unique solution of

$$
\begin{aligned}
F_{0}(\tau) c_{0} & +F_{1}(\tau) \partial_{x} c_{0}-\tilde{D} \partial_{x x}^{2} c_{0} \\
& =c_{00}+g(\tau)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}\right)+\frac{2 Q}{45 D} \varepsilon^{2-\alpha} \partial_{x} g(\tau),
\end{aligned}
$$

where

$$
\begin{aligned}
& F_{0}(\tau)=\tau+k(\tau)-\frac{k(\tau)^{2}}{3 D} \varepsilon^{2-\alpha}, \\
& F_{1}(\tau)=\frac{2 Q}{3}+\frac{4 Q}{45 D} k(\tau) \varepsilon^{2-\alpha}, \quad \tilde{D}=D \varepsilon^{\alpha}+\frac{8 Q^{2}}{945 D} \varepsilon^{2-\alpha} \\
& k(\tau)=C_{k} \frac{\tau}{\tau+C_{0}}=C_{k}-\frac{C_{k} C_{0}}{\tau+C_{0}}, \quad \text { with } C_{k}=\frac{T_{L}}{T_{D e}} k_{s} \quad \text { and } \quad C_{0}=\frac{T_{L} k_{s}}{T_{D e} K_{e}} \\
& g(\tau)=C_{g 1} \frac{c_{s 0}}{\tau+C_{0}}, \quad \text { with } C_{g 1}=\frac{T_{A} T_{L} k_{s}}{T_{D e}^{2} K_{e}}
\end{aligned}
$$

Using elementary properties of Laplace's transform, notably the Heaviside expansion theorem, and with notations of the operational calculus (see e.g. [21]), we have

$$
\begin{aligned}
& \tau c_{0}-c_{00} \leftrightarrow \frac{\partial c_{0}^{e f f}}{\partial t} \\
& k(\tau) c_{0} \leftrightarrow C_{k} c_{0}^{e f f}-C_{k} C_{0} \int_{0}^{t} e^{-C_{0}(t-\xi)} c_{0}^{\text {eff }}(\cdot, \xi) d \xi \\
& k(\tau)^{2} c_{0} \leftrightarrow C_{k}^{2} c_{0}^{e f f}-2 C_{k}^{2} C_{0} \int_{0}^{t} e^{-C_{0}(t-\xi)} c_{0}^{e f f}(\cdot, \xi) d \xi+C_{k}^{2} C_{0}^{2} \int_{0}^{t} e^{-C_{0}(t-\xi)} c_{0}^{e f f}(\cdot, \xi)(t-\xi) d \xi
\end{aligned}
$$

For the right hand side we have

$$
\begin{aligned}
& g(\tau)\left(1-\frac{k(\tau)}{3 D} \varepsilon^{2-\alpha}\right)=\frac{C_{g 1}}{3 D} c_{s 0} \frac{\left(3 D-C_{k} \varepsilon^{2-\alpha}\right) \tau+3 D C_{0}}{\left(\tau+C_{0}\right)^{2}} \leftrightarrow \frac{C_{g 1}}{3 D} c_{s 0} e^{-C_{0} t}\left(3 D-C_{k} \varepsilon^{2-\alpha}+C_{0} C_{k} \varepsilon^{2-\alpha} t\right) \\
& \frac{2 Q}{45 D} \varepsilon^{2-\alpha} \partial_{x} g(\tau)=\frac{2 Q}{45 D} \varepsilon^{2-\alpha} C_{g 1} \frac{\partial_{x} c_{s 0}}{\tau+C_{0}} \leftrightarrow \frac{2 Q}{45 D} \varepsilon^{2-\alpha} C_{g 1} \partial_{x} c_{s 0} e^{-C_{0} t} .
\end{aligned}
$$

In view of these equalities, we obtain the effective equation (12) for $c_{0}^{e f f}$ :
For the non-dimensional surface concentration $\hat{c}_{s}^{\varepsilon}$, we recall that

$$
\hat{c}_{s}^{\varepsilon}=\frac{T_{D e}}{T_{A}}\left(\frac{T_{L} k_{s}}{T_{D e}} \hat{c}^{\varepsilon}+\frac{T_{A}}{T_{D e}} c_{s 0}\right) \frac{1}{\tau+\frac{T_{L} k_{s}}{T_{D e} K_{e}}}
$$

and it is easy to write the effective non-dimensional surface concentration $c_{s}^{e f f}$ using $c_{0}^{\text {eff }}$ and expansion for $c^{\varepsilon}$.
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